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Abstract : This article describes a software model algorithm that was implemented in order to determine the author of an 

unknown document based on the previously presented data and also studies the degree of accuracy of each of the measures 

for determining the authorship of a text. A comparative analysis is carried out based on the dependence of the quality of the 

identification of the text's creator on his stylistic affiliation. 

The problem of determining the authorship of anonymous text in this programming model has been solved using a set of 

metrics, for each of which the following parameters are required: analysis of text frequency, total number of characters in 

the text, and dimension of the alphabet. These parameters are required for anonymous text and for the library of famous 

authors. 
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ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  

1. Introduction 

To create an author library, all necessary 

parameters were calculated In advanced for each 

of them. In total, the library of this software 

contains 16 novel authors (Arabic literatures of 

the 19
th

 and 20
th

 centuries were selected, the 

library includes classic authors), as well as 8 

texts of scientific style. Frequency analyses 

according to the scripts of these authors were 

previously calculated and stored in separate files 

in the project root folder.At the beginning of the 

program, the user must select the mode of 

operation: determining the author of the anony- 

 

mous For the best work of this software, at the 

first stage, it is necessary to pre-process the text 

of the anonymous author [1]. All letters should 

be converted to the same case, all characters that 

do not belong to the alphabet, numbers and 

special characters should be excluded from the 

text, in addition, it is possible to remove spaces 

between words. The recommended options for 

clearing input text are: remove third-party 

characters, replace uppercase letters with 

lowercase letters, and have spaces between 

words. However, each user can choose the 

cleaning parameters at their discretion. The 

program also provides for adding a new author 
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to the existing ones or updating the current 

library [2]. 

To determine the authorship of the text by the 

frequencies of the bigrams [3], first of all, it is 

necessary to know the number of characters in 

the input document. This value is determined at 

the stage of reading text from the file. You also 

need to know the power of the alphabet, that is, 

the number of letters in the alphabet. Initially, 

arrays are set to store the values of bigrams and 

the number of their repetitions in the text [4]. 

 

2. Methodology 

2.1.  Description of the working algorithm 

Step 1. Before the start of the general cycle 

throughout the text, it is necessary to save the 

value of the first pair of letters of the text into an 

array of values, and set the number of repetitions 

of this bigram to 1. 

Step 2. Organization of a general cycle 

throughout the text, starting with the second 

element 

Step 3. If the next pair (the current and the 

following letter) is present in the corresponding 

array, then its number is increased by 1, and the 

algorithm goes to Step 2. If such a bigram is not 

present in the array, then it is stored in it, and its 

quantity in the required array becomes equal to 

1, the algorithm goes to Step 2. 

The algorithm ends its work when the cycle 

reaches the last pair of letters. 

Sorting is carried out by the frequency of the 

bigrams, so that the most frequent bigram is in 

the first place in the array. 

The frequency analysis of the text on the basis 

of grammes occurs in a similar way, only the 

work is carried out not with pairs of letters, but 

with each of them separately. 

Next, each of the four measures is calculated. 

You will need values for the current known and 

anonymous author to calculate them. Bigram 

values and anonymous text frequency analysis 

are compiled once for each text, in accordance 

with the algorithms described above. 

Next, a cycle is organized for all known authors 

and the calculation of the Khmelev measures, 

the Kullback divergence and the measure are 

carried out. 

Step 1. The values of the frequency analysis and 

bigram values of the current famous author are 

read from the corresponding file and saved to 

the required array. 

Step 2. There is a search for the bigram required 

by the algorithm, its frequency and the 

frequency response of the required single letter. 

Step 3. Calculate the intermediate value of each 

of the measures and go to Step 2. 

Step 4. After calculating the final value of the 

measures, the value of the current measure and 

the minimum value are compared. If the current 

value is less than the minimum, then it is 

necessary to reassign the values, and also keep 

the surname of the famous author by whom the 
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comparison was made. Go to Step 1 until a 

comparison is made across the entire list of 

known authors from the program database. 

Step 5. Displaying the text attribution results on 

the screen. An example is shown in Figure 1. 

 

 

Fig. (1): An example of how the attribution procedure 

works 

3. Results and discussion 

Further, this paper presents the results of 

experiments to identify the effectiveness of 

methods for determining authors of fiction and 

scientific literature of various sizes in the input 

file, as well as different volumes of well-known 

authors, whose texts are stored in the program 

database. 

It should be noted that at the time of this writing, 

the program database contains 16 authors of 

fiction and 8 scientific literatures [5]. 

 

Table 1: Results of a comparative analysis (using the 

frequencies of the bigram). 

authors 

Anonymous text size 

25  

KB 

50  

KB 

75  

KB 

100  

KB 

125  

KB 

150  

KB 

Khalid Al-

Harbi 
4406 3732 3381 3046 2759 2732 

Daoud 

Sheikhani 
4393 3879 3896 3614 3373 2940 

 

The values of this measure of Khmelev using 

bigrams become more accurate with an increase 

in the size of the anonymous text. As a result of 

all experiments with this measure, the true 

author of the text was correctly identified[6]. 
 

Table 2: results of a comparative analysis according to the 

second measure of Khmelev (without the use of bigrams). 

authors 

Anonymous text size 

25  

KB 

50  

KB 

75  

KB 

100  

KB 

125  

KB 

150  

KB 

Khalid Al-

Harbi 
124 109 70 8 67 65 

Daoud 

Sheikhani 
71 17 41 81 89 146 

 

It should be noted that this measure is very 

unstable in its results and has a very low 

percentage of correctness of the author's 

definition (1 out of 12 experiments)[7]. 

 

Table 3:  results of a comparative analysis by the values 

of the Kullback divergence. 

authors 

Anonymous text size 

25  

KB 

50  

KB 

75  

KB 

100  

KB 

125  

KB 

150  

KB 

Khalid 

Al-Harbi 
0,434 0,189 0,111 0,073 0,051 0,045 

Daoud 

Sheikhani 
0,394 0,171 0,116 0,079 0,062 0,043 

 

Kullback divergence values become more 

accurate as the size of the anonymous text 

increases. As a result of all experiments with 
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this measure, the author of the text was correctly 

identified [8]. 

 

Table 4:  Results of a comparative analysis by the values 

of the measure X
2
. 

authors 

Anonymous text size 

25  

KB 

50  

KB 

75  

KB 

100  

KB 

125  

KB 

150  

KB 

Khalid 

Al-Harbi 
32917 16458 10445 7607 5863 5035 

Daoud 

Sheikhani 
23556 11441 7982 5759 4706 3638 

 

The values of the X
2
 measure become more 

accurate as the size of the anonymous text 

increases. As a result of all experiments with 

this measure, except for a 25Kb literary text, the 

author of the text was correctly identified. 

 

4. Conclusion 

By applying the algorithm, a group of authors as 

well as a group of scientific texts were entered 

into the library of this program, where the 

frequency analysis according to the texts of 

these authors was previously calculated and 

stored in separate files in the root folder of the 

project. Good results have been obtained, and 

the authors have already been identified based 

on the data obtained as a result of the 

comparative analysis in this article, With the 

exception of the second Khmelev measure 

(which does not use bigrams), it can be 

concluded that all of the measures considered 

are highly effective on files of 25 KB or larger. 

And also in the meaning of the measures, there 

is no significant difference in which style is used 

to define. 
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